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ABSTRACT

The main focus of the paper is to investigate #iationship between financial ratios and stockrretwand to find
the ratio(s) which can discriminate between outmentrs and underperformers in stock market. Mutigiscriminant
analysis models with Wilks’ Lambda were used onrtieen selected companies from April 1, 2004 to Ma3t, 2016.
Market capitalization was the basis for this sédectFor this a basic model was developed to ifietitie potential Good
stock market performer and the Poor stock markdbpmer, based on the Predictor variable viz. Eigtiibs which were
identified by the Discriminant Analysis. The cldi&sition summary shows that a good number of oalgfBroups were
correctly classified in to “Good” performer and ‘®&d performer. This indicates a very good predietsapacity of the
selected ratios. Also it has been concluded thanfiial variables viz. financial ratios have impaetthe Capital Structure
of the Automobile companies In India. The Markegb/tdet Operating Revenue, Current ratio are the napb set of ratio,
having impact on financial performance of the conigs. Revenue from operations/share, Asset turnBatio, Cash
earnings Retention Ratio, PBDIT/share having mddeirapact on financial performance of companies @uitk ratio

and EV/Net operating Revenue are the set of rdtmgng less impact on financial performance of panies.
KEYWORDS: Ratio Analysis, Automobile Industry, Multiple Disainant Analysis, Average Market Stock Returns
INTRODUCTION

The Indian automobile industry seems to come a lpag since the first car that was manufactured umiai in
1898. The automobile sector today is one of thedexjors of the country contributing majorly to #monomy of India.
It directly and indirectly provides employment teep 10 million people in the country. The Indiart@industry is one of
the largest in the world. The industry accounts7dr per cent of the country's Gross Domestic Rrb@BDP). As of FY
2014-15, around 31 per cent of small cars soldajlplare manufactured in India. Also the Indiancemobile industry has
a well established name globally being the secangebkt two wheeler market in the world, fourth éstgcommercial
vehicle market in the world, and eleventh largestsenger car market in the world and expected ¢orbe the third
largest automobile market in the world only behisfslA and China. As Automobile Industry plays a calicole in driving
economy likewise capital structure plays an imparteole in driving financing of automobile industryhe relative
proportion of various sources of funds used in sif®ss is termed as financial structure. Capitatsire is a part of the
financial structure and refers to the proportiorthaf various long-term sources of financing. Itéscerned with making

the array of the sources of the funds in a propemmar, which is in relative magnitude and proportio
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But the research question is that ‘How do firmsad®their capital structures’. In answer to thissiion, Prof.
Stewart C. Myers, then President of American Fieafissociation in 1984 said that “we don’t know”. Maresearchers
have been conducted on corporate financing afeelafiproaches of Modigliani and Miller, but it haseh observed that
there is lack of consensus on the basic issuenahing. In practice there is no optimum capitalcttre exists, finance

managers use different combinations of debt andyequ

Consequently it is being increasingly realized that company should plan its capital structure sximize the
use of funds and to be able to adapt more eastlyetwarying conditions. Capital structure decisidrave been the most
significant decisions to be taken by the finan@aperts ina corporate sector organization, since it carryracial
impact on the overall cost of capital in terms dfighted average and the resultant market valuehefshares.
There have been various schools of thoughts omellegance of capital structure to a firm’s performo@a However, there
is still no unifying theory of capital structureesvafter decades of serious research, which lghee®pic open for further
research. The choice of capital structure for filmmene of the most fundamental premises of thenfiial framework of a
corporate entity. The method by which public cogtimns finance their assets sets up their ownerstrigcture and
influence whether their corporate governance ikigh standard. Also, there are various theoriesapital structure with

the different viewpoints. So, practical relevané¢he theories need to be studied.

This paper tends to find out the discriminatory powf the financial ratios on stock market perfonce of
selected Indian automobile companies listed withidwal Stock Exchange and test a range of hypothtezsanalyse and

compare the performance with the help of finaneslables and multiple discriminate analyses.
REVIEW OF LITERATURE

Theoretical and empirical research suggests than@ial planner should plan optimahpital structure.
In practice, financial management literature does provide specified methodology for designing emfs optimal

capital structure.

Andreas Charitou (2004),examined the incremental information content oérating cash flows in predicting
financial distress and accordingly build up comsistfailure prediction models for UK public induatrfirms using Neural
networks and logit methodology of fifty-one matcheairs of failed and non-failed UK public industrfams over the
period 1988-97. The empirical results signify thiateconomical model that includes three financaiables of cash flow,
profitability and financial leverage variable tltapitulated an overall correct classification aacyrof 83% one year prior

to the failure.

Barbro Back, Finland Turku, Laitinen Teija, Wezel Michiel van (1996),In this study an attempt is made by
Choosing Bankruptcy Predictors Using Discriminantalysis, Logit Analysis, and Genetic Algorithms.eThim is to
study if these essential differences between thénads (1) affect the empirical selection of indegremt variables to the

model and (2) lead to significant differences iituf@ prediction accuracy.

Chen & Shimerda (1981)claimed that there are too many (41ratios) finalntios to be helpful in evaluating
the financial performance and financial conditidraccompanyTaffler (1983) claimed there are only four out of eighty
potential useful ratios in evaluating the finangi@rformance and financial condition of a compakgh & Killough

(1986) claimed it is not necessitated to have a huge eurobratios to predict business failures but ddsde is a set of
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dominant ratios derived from a larger set of catedd ratios. Howevddossari &Rahman (2005)found commonly used

48 ratios in the past literatures.

Dr. Bhunia Amalendu, Mrs. Sarkar Ruchira 2011), conducted a Study of Financial Distress base/1DA\.
A total of sixty-four private sector pharmaceuticalmpanies were analyzed with sixteen financiabsatising multiple
discriminant analysis. A strong discriminant fuoetiwas constructed with seven ratios found to lgmifitant in
discriminating power and the classification ressh®wed high predictive accuracy rates of betweg¥ &nd 96% for
each of the five years prior to actual failure.sTeiudy also indicated that even with more advastatistical tools more

popularly used recently, MDA is still a very reliatand potent statistical tool.

Fook Yap-Ben Chin, Fie Yong- David Gun-, Ching PooiWai (2010), conducted research on how well do
financial ratios and multiple discriminant analypi®dicts company failures in Malaysia. A totalGf companies were
analyzed with 16 financial ratios using multipleaiminant analysis. A strong discriminant functisas constructed with
seven ratios found to be significant in discrimingtpower and the classification results showedh lngedictive accuracy
rates of between 88% to 94% for each of the fivergy@rior to actual failure. This study also ingéchthat even with more

advanced statistical tools more popularly usednti,eMDA is still a very reliable and potent skdical tool.

Green (1978),stated that financial ratios have long been regghiab barometers of corporate health, being used
for reporting liquidity, leverage, activity and fitability and that an investor may use financiatios to appraise a

company’s performance and its future prospect ofess.

Hu and Ansell (2005)constructed retail financial distress predictiondels based on five key variables with
good classification properties using five credibritg techniques—Naive Bayes, Logistic RegressiBecursive
Partitioning, Artificial Neural Network, and Sequeh Minimal Optimization (SMO) considering a sampif 491 healthy
firms and 68 distressed retail firms for the perfomn 2000 to 2004. An international comparisondgtof three retail
market models for USA, Europe and Japan illustréttes the average accuracy rates are above 86.8%hanaverage
AUROC values are above 0.79. More or less all mankedels exhibit the best discriminating abilityeopear prior to
financial distress. The US market model executaapewatively better than European and Japanese mfdel years

before financial distress.
SIGNIFICANCE OF STUDY

It has been realized there are less number of n&s&a on the stock market performance of autoraabdustry
of India based on financial ratios but there iseaearch gap in this area. This will help managemshmreholders,
moneylenders, employees, government and citizerieeotountry who are also interested in knowing dffairs of the
Company. Moreover, a critical appraisal/ evaluatisnneeded to satisfy government shareholders torseghat the

company is utilizing its financial resources verglw
RESEARCH OBJECTIVE

e To analyse and compare the performances of themalite companies in India listed on National Stock

exchange as per their market capitalization.

e To find the most important set of ratios, havingaut on stock market performance of the companies.
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e Tofind the discriminatory power of these sets afiés.

Research Question

The main focus of the paper is to investigate tationship between financial ratios and stockrretuThe idea
behind this exercise is to explore if some of @t#os of financial performance of any firm has ascriminatory power to

explain the difference between good and poor petiftg companies.
Hypotheses

Ho: None of the financial ratios has discriminatogwer to differentiate between good and poor stoekket

performance of selected automobile companies iralnd

H. At least one of the financial ratios has discrinbdma power to differentiate between good and pdocls

market performance of selected automobile companibglia.

RESEARCH METHODOLOGY
Period of Study

The present study has been time specific for ipaclt covers the period of Twelve years rangiognf April 1,

2004 to March 31, 2016. Annual Stock Prices fordblected companies for this specific period haentused.
Data Collection

This study is secondary data based research, campivgth conclusions which are capable of beingfiest by
observation or experiment. It will utilize secongatata through published annual reports listed atiddal Securities
Exchange companies’ website and money control weebsid. CMIE PROWESS database will be used to cidileancial
information. To supplement the data so collecteanfrannual reports and accounts, other publicatitiesnewspaper,

monthly journals and magazines etc. will also bedus
Sample Size

To begin with the study, a sample of fourteen awtoile companies listed on national stock exchandebe
selected. Market capitalization would be the b&sighis selection. Sample will be selected keepmgnind only those
companies which remained in list of NSE for at tehsee years from 2009-10 to 2011-12. This sanqifides Private

companies.
Tools of Analysis

For the purpose of the analysis various accountegd statistical techniques have been used.
Multiple discriminate analyses is used and Averitgeket stock returns are used to classify the camngsainto “Good”
and “Poor” stock market performance. Financial afales in the form of Ratios are to be used to clieek impact on the

financial performance of the companies.
DISCRIMINANT ANALYSIS

Discriminant analysis is a technique for analyzilaga when the criterion or dependent variable tiegzaical and

predictor or independent variables are intervalnaiure. Discriminant function analysis is used tedmine which
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continuous variables discriminate between two oramaturally occurring groups. Discriminant anayisi a classification
problem, where two or more groups or clusters guupsttions are knowa priori and one or more new observations are
classified into one of the known populations basedhe measured characteristics. The original darnhous discriminant
analysis was developed by Sir Ronald Fisher in 1836 different from an ANOVA or MANOVA, which isused to
predict one (ANOVA) or multiple (MANOVA) continuoudependent variables by one or more independeagaestal
variables. Discriminant function analysis is usefuldetermining whether a set of variables is effecin predicting
category membership. The Discriminant Function, thdld discriminant analysis (MDA) is also termedsBiminant
Factor Analysis and Canonical Discriminant Analysisadopts a perspective similar to Principal Comgnts Analysis,
but PCA and MDA are mathematically different in whiaey are maximizing. MDA maximizes the differerioetween
values of the dependent, whereas PCA maximizesahiance in all the variables accounted for byfdwor. In simple
terms, discriminant function analysis is classtiiza - the act of distributing things into grouptasses or categories of the

same type.

Discriminant analysis technique, researcher magstdiaindividuals or objects into one of two or raanutually
exclusive and exhaustive groups on the basis oétaof independent variables and a nominal dependanable.
Discriminant analysis works by creating one or miarear combinations of predictors, creating a tetent variable for
each function. These functions are called discramirfunctions. The discriminant analysis is congdean appropriate
technique when the single dependent variable hapfebe non-metric and is to be classified an gmmte technique
when the single dependent variable happens to benatric and is to be classified into two or moreups, depending
upon its relationship with several independentaldds which all happen to be metric. The objectiveliscriminant
analysis happens to be to predict an objects tikeli of belonging to a particular group based orerse¢ independent
variables. In this case we classify the dependaniable in more than two groups then we use theenamltiple
discriminant analysis. This paper will explain tperformance of automobile companies in India. Usmgltiple
discriminant analysis the companies are divided itwo groups that is good and poor stock markefopmance

companies. Under that discriminant analysis catmdadiscriminate score and cutoff rate.
Formula for using multiple discriminate analysis:
Z= at+vix1+v2x2+.....vnxn
‘a’ is the constant term, which is in the followingtable viz ‘Canonical Discriminant Function Coeffident'.
v1v2= are the corresponding unstandarised discrimiant function coefficient
x1 x2=are the independent variables
Z=Discriminant Score

In that paper reveals that with identification o$et of variables to be used for constructing a ehtal identify
“good stock market performers” and “poor stock neanerformers” among the fourteen automobile congsaim India.
Ratios are used as variables, to identify the “gcamd “poor” performers, in the process of identify discriminant
variables and their discriminant co-efficient. Fingl ratios individually do not contribute muchy tdentify the
performance of automobile Industry as a whole. ldeaatio analysis, a financial tool and discriminanalysis, a statistical

tool are combined for construction of a model talgre the performance of the automobile Industrindia. These ratios
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are calculated from financial statements viz...aBaé sheet and profits and loss accounts of autitenodmpanies for
fourteen years from April 1, 2004 to March 31, 20Bésed on these, ratios have been calculated/éoy gear separately

and used along with coefficients to calculate Zrsco

PROCESS OF IDENTIFICATION OF GOOD STOCK MARKET PERF ORMER AND POOR STOCK
MARKET PERFORMER OF AUTOMOBILE COMPANIES IN INDIA

The process of identification has been done thr@ugimple test. As the sample consists of themstan holding

the stock for a year and the return on the stochlisulated on the unadjusted price of a particstack.

Market adjusted return is calculated on the exoéssock specific return on the benchmark index ESgfasex in

order to nullify the effect of uncontrollable matKactors on the stock price.

» If the Average Market adjusted return for a saniplabove 10% of benchmark index, then the sampdaii to
be a part of categorical group ‘Good’.

» If the Average Market adjusted return for a sanipleelow 10% of benchmark index, then the sampkaid to

be a part of the categorical group ‘Poor’.

All the selected automobile companies have beessifiad into two groups, that is ‘One’ and ‘Two’'n® that is
‘Poor’ stock market performers and 'Two’ that isd@l’ stock market performing Companies whose Averktarket
adjustment return is above below 10% is considereter ‘poor’ Group that is ‘One’ and whose Averagarket return is
above 10% is Considered to be ‘Good” Group thdiiso’ There by each company are gets weights thfegil or 2 for

each ratio depending upon their average marketn®t@rhen weights are added.

Tablel: Classification of Automobile Companies Accaaling to the Weights

S. No Company Average Market Stock Return Performance Group
1 Ashok Ley. 0.0908 1
2 Atul Autos 0.2383 2
3 Bajaj Autos 0.051 1
4 Eicher Motors 0.355 2
5 Force Motors 0.1775 2
6 Hero Motocorp 0.15 2
7 Hind. Motors -0.0742 1
8 Honda Motocorp -0.1625 1
9 M&M 0.091 1
10 Maruti 0.18
11 Sundaram Clay 0.1
12 Tata Motors -0.0125 1
13 TVS 0.0825 1
14 VST Tillers 0.2883 2

Wilks’ Lambda

Wilks’ lambda performs, in the multivariate settingth a combination of dependent variables, theesaole as

the F-test performs in one-way analysis of variaigiks’ lambda is a direct measure of the proportof variance in the
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combination of dependent variables that is unacealifor by the independent variable (the groupiagable or factor).
If a large proportion of the variance is accounfidby the independent variable then it suggests tiere is an effect
from the grouping variable and that they have difé mean values. Wilks' lambda statistic can tlengformed
(mathematically adjusted) to a statistic which bpproximately an F distribution. This makes it endd calculate the
P-value. Often authors will present the F-value dedrees of freedom, as in the above paper, rttaargiving the actual
value of Wilks’ lambda. There are a number of alétive statistics that can be calculated to perfarsimilar task to that
of Wilks’ lambda.

Table 2: Discriminant Stepwise Statistics Variablesn the Analysis

Step Variables Tolerance | Wilks’ lambda
1. Current Ratio (X) 1.000
2. Current Ratio (X) 1.000 .855
Revenue from Operations/Share (Rs.) 1.000 .808
Current Ratio (X) 124 J71
3. Revenue from Operations/Share (Rs.) .888 .795
Quick Ratio (X) 123 707
Current Ratio (X) 124 732
Revenue from Operations/Share (Rs.) .882 .738
4 Quick Ratio (X) 123 671
Asset Turnover Ratio (%) .983 .665
Current Ratio (X) .118 .667
Revenue from Operations/Share (Rs.) 877 .692
5. Quick Ratio (X) 117 .627
Asset Turnover Ratio (%) .949 .646
Cash Earnings Retention Ratio (%) 912 .634
Current Ratio (X) .103 .662
Revenue from Operations/Share (Rs.) 873 .656
Quick Ratio (X) .102 617
6. Asset Turnover Ratio (%) .888 .635
Cash Earnings Retention Ratio (%) .899 .615
Market Cap/Net Operating Revenue (X) .775 .607
Current Ratio (X) .103 .631
Revenue from Operations/Share (Rs.) 276 .638
Quick Ratio (X) .102 .589
7. Asset Turnover Ratio (%) .853 .620
Cash Earnings Retention Ratio (%) .897 .586
Market Cap/Net Operating Revenue (X) .568 .603
PBDIT/Share (Rs.) .226 .584
Current Ratio (X) .099 .625
Revenue from Operations/Share (Rs.) 276 .619
Quick Ratio (X) .088 .586
8. Asset Turnover Ratio (%) .683 570
Cash Earnings Retention Ratio (%) .896 571
Market Cap/Net Operating Revenue (X) .004 565
PBDIT/Share (Rs.) 224 572
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Step Variables Tolerance | Wilks’ lambda
EV/Net Operating Revenue (X) .005 .560

Wilks’ lambda is a test statistic used in multigaei analysis of variance (MANOVA) to test whethieere are
differences between the means of identified grafmibjects on a combination of dependent variafilee Discriminant
stepwise statistics (Table: 2) shows the Ratidkenform of variables used in analysis. The valitlerance is close to 1
which shows that there is no problem of multi ec@dhrity in the data. Wilks’ Lambda depicts the ealwf two or more
variables. Tolerance is the proportion of a vag&blhariance not accounted for by other independariables in the

equation. A variable with very low tolerance coliiies less to a model and can cause computatiootalems.

Table 3: Wilks’ Lambda

. Exact F
Step | Number of Variables | Lambda | Dfl | Df2 | Df3 Statisic | dfL pres
1 1 .808 1 1 158 37.534 1 158.000
2 2 .707 2 1 158 32.504 2 157.000
3 3 .665 3 1 158 26.233 3 156.000
4 4 .634 4 1 158 22.397 4 155.000
5 5 .607 5 1 158 19.956 5 154.000
6 6 .584 6 1 158 18.170 6 153.000
7 7 .560 7 1 158 17.033 7 152.000
8 8 .546 8 1 158 15.691 8 151.000

Table 3 shows the results of univariate ANOVA'strigal out for each independent variable and arsqmted.
Here the group statistics gives the distributiomlo$ervations into different groups. Since, inphesent research we have
categorized into two groups viz... ‘Poor’ as ‘1l’dalGood’ Performer as ‘2’, the SPSS has groupeddi@ into two
groups. The total numbers of 158 shown in df3, nla®ns group, which represent 100% of the obsemsg, have been
grouped for the Discriminant Analysis. The functiondicates the first canonical linear discriminafunction.
Lambda shows the values of each variables in thdemas calculated in Table 2, dfl values showsrimmber of
variables, df2 values are the numbers allocatedat@bles, df3 shows the total number of obsermatim the model.
F —statistic is used to determine whether the oag-MIANOVA was statistically significant or not. Thestatistic values
in Table shows that F-significance is there, aglltnot consider insignificant values. Therefohere we can conclude that

there is the relationship between financial ratind stock returns.
SUMMARY OF CANONICAL DISCRIMINANT FUNCTIONS

Table 4: Eigen values

Function | Eigen “value| % of Variance [ Cumulative % Canonical Correlation
1 837 100.0 100.0 674

First 1 canonical discriminant functions were usethe analysis. The function indicates the firshanical linear
discriminant function. The number of function deggron the discriminating variables. Since in thespnt research we
have used two discrimination variables, one fumctias been calculated by SPSS. The function gheeprojection of the

data which is best discriminant between the groups.
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Eigen Values

The Eigen values are related to the canonical latives and describe how best discriminating abithe
functions possess. The % of variances is the dioating ability of the 2 groups. Since there isyamne function, 100%
of the variance is accounted by this function. Thenulative % of the variance gives the current andceeding
cumulative total of the variance. As mentioned ay@as there is only one function in the preserdareh we have 100%
of the cumulative variance. The canonical corretetiof our predictor variables viz. Poor stock reagerformer or Good
stock market performer and the grouping of theigobiven in the above Table 4. The Eigen value gjihe proportion of
variance explained. A larger Eigen value explairstrang function. The canonical relation is a clatien between the
discriminant scores and the levels of these depe#ndeiables. The higher the correlations value, libtter the function

that discriminates the values. 1 is considereceafegt. Here, we have the correlation of 0.67bimgaratively high.

Table 5: Standardized Canonical Discriminant Functon Coefficients

Function
1
Revenue from Operations/Share (Rs.) 0.969
PBDIT/Share (Rs.) -0.664
Asset Turnover Ratio (%) 0.365
Current Ratio (X) 1.676
Quick Ratio (X) -1.306
Cash Earnings Retention Ratio (%) 0.33
EV/Net Operating Revenue (X) -3.534
Market Cap/Net Operating Revenue (X) 4.069
Test of Function(s) Wilks’ Lambda |Chi-square| df Sig.
1 .546 93.176 | 8 .000

The Wilks’ Lambda is one of the multivariate stitis. From the above Table 5 we will have to see th
significance of Wilks’ lambda significant value @000, which shows it is significant. The lower thedue of Wilks’
Lambda, the better. In the present case the val@546. The Chi-square is 93.176 with 8 degrefeegdom, which is
based on the groups present in the categoricablad. A Wilks’ Lambda of 1.00 is when the obsergeoup means are
equal, while Wilks’ Lambda is small when the witlgroups variability is small compared to the totatiability. This

indicates that the group means appear to differ.
Checking For Relative Importance of Each IndependernVariable

The standardized canonical discriminant coeffigaz#n be used to rank the importance of each \ariabhigh
standardized discriminant function coefficient niigiean that the groups differ a lot on that vagal@®n comparing the
standardised coefficient, it is possible to idgntifhich independent variable is more discriminatihgn the other
variables. The higher the discriminating powers liigher the standardised discriminant coefficidifite SPSS output of
the Standardised Canonical discriminant functioefficient is given in the Table 6. The Market capfNDperating
Revenue has the highest discriminating power duthdohighest discriminant coefficient of 4.069 dolled by current
ratio, Revenue from operations/share, Asset tumBagio, Cash earnings Retention Ratio, PBDIT/sh@udick ratio &
EV/Net operating Revenue. This indicates that thekdt cap/Net Operating Revenue is the most impbgat of ratio,

having impact on financial performance of the conips.

The standardized canonical discriminant functioafficient is used to calculate the discriminantrecd he score
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is calculated as a predicted value from the limegression using the above standardized coeffii@nd the standardised

variables. Based on the coefficient above we cak tiae relative important predictor variables amswarized below: -

Table 6: Ranking of the Variables

Ranking of the Predictor Variable
1 Market cap/Net Operating Revenuge

current ratio

Revenue from operations/share

Asset turnover Ratio

Cash earnings Retention Ratio

PBDIT/share

Quick ratio

EV/Net operating Revenue

N~ [WIN

Table 7: Unstandardized Canonical Discriminant Funtion Coefficients

Function
1

Revenue from Operations/Share (Rs.) .004
PBDIT/Share (Rs.) -0.008
Asset Turnover Ratio (%) 0.008
Current Ratio (X) 0.955
Quick Ratio (X) -2.629
Cash Earnings Retention Ratio (%) 0.014
EV/Net Operating Revenue (X) -0.750
Market Cap/Net Operating Revenue (X) 1.023
(Constant) -3.994

Unstandardized coefficients
On the Basis of Unstanderdised Canonical Discriming Coefficients, Formulating the Discriminant Function
The standard form of the Discriminant Function is
Z= a+vlx1+v2x2+.....vnxn
Where,
‘a’ is the constant term, which is in the tablei8 \Canonical Discriminant Function Coefficient’.
v1v2= are the corresponding unstandarised discaimifunction coefficient
x1x2 = are the independent variables
Z=Discriminant Score
Where,

Z= -3.994-0.004(Revenue from Operations/Share) - 0.008(PBEHare) +0.008 (Asset Turnover Ratio) + 0.955
(Current Ratio) — 2.629(Quick Ratio) + 0.014(Casinrings Retention Ratio) - 0.750 (EV/Net Operatfayenue) +1.023
(Market Cap/Net Operating Revenue).
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Thus, the Canonical Discriminant Function Coefiitiéndicates the unstandardised scores of the entmt
variables.

Unstanderdised canonical discriminant coefficidot®wed the same pattern as it was followed imd&adised
canonical discriminant coefficients, which showsittiMarket cap/Net Operating Revenue and current rate the
important set of ratio, having impact on financi@rformance of the companies. Quick ratio and EY/blgerating

Revenue are the set of ratios, having less impaéinancial performance of companies.

Table: 8: Structure Matrix

Function
1

Current Ratio (X) .535
Revenue from Operations/Share (Rs.) 452
Quick Ratio (X) .438
Cash Earnings Retention Ratio (%) .339
Asset Turnover Ratio (%) .286
PBDIT/Share (Rs.) .258
Market Cap/Net Operating Revenue (X) .069
EV/Net Operating Revenue (X) .025

The canonical structure matrix reveals the corn@tabetween each variable in the model and theridigtant
functions. It allows us to compare correlations aad how closely a variable is related to eachtiomcThese values are
calculated by pooled within —group’s correlationgtvieen discriminating variables and standardizedomi@al
discriminant functions variables ordered by absokize of correlation with in function. Generalny variables with a
correlation of 0.3 or more are considered to beoirtgmt. Here, we can see that there are four Vasaihat are Current
Ratio, Revenue from Operations/Share, Quick R&msh Earnings Retention Ratio, which plays impartafte to the
discriminant function. The canonical structure fxashould be used to assign meaningful labels & discriminant
functions. The standardized discriminant functioefficients should be used to assess the importaineach independent
variable's unique contribution to the discrimindmtction. Structure Matrix also shows that it doest follows same

pattern as followed in the Canonical discriminanb&ion Coefficients.

Table 9: Functions at Group Centroids

Function
Performance Group .
1.0 -.789
2.0 1.041

The Canonical group means is also called groupraielist are the mean for each group's canonicalreaten.
The larger the difference between the canonicalgroeans, the better the predictive power of tm@eigal discriminant

function in classifying observations.
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Classification Statistics

Table 10: Prior Probabilities for Groups

)

Cases Used in Analysi

Performance Group | Prior Unweighted|Weighted
1.0 0.500 91 91.000

2.0 0.500 69 69.000

Total 1.000 160 160.000

The prior probabilities give us the number of okasons used in the analysis and the distributiénthe
observations into groups used as a starting poirthé analysis. As above, Table 11 is showing thetetare 160
observations used in analysis. It gives the wetyhtdue, which is further used in the calculatidrthee centriod value.
Since the 2 groups viz. the Poor and Good are quul€91 Poor and 69 Good), we use weights onéhéraids to find the
dividing point.

The dividing rule will therefore be

(n1)(Lower Centriod) + (n2)(Higher Centriod)
nl+n2

(91 x -0.789) + (69 x 1.041)

91+69
=0.0001875
Table 11: Classification Function Coefficients
Performance Group
1.0 2.0
Revenue from Operations/Share (Rs.) .006 .010
PBDIT/Share (Rs.) -.018 -.033
Asset Turnover Ratio (%) .107 119
Current Ratio (X) 4,947 10.196
Quick Ratio (X) 1.615 -3.068
Cash Earnings Retention Ratio (%) 157 .183
EV/Net Operating Revenue (X) 25.965 22.380
Market Cap/Net Operating Revenue (X -24.583 -20.406
(Constant) -19.934 -28.135

The coefficients of linear discriminant functionbla interprets the Fisher’s theory and is only Edé when
linear model is selected for discriminant Functi®he Linear discriminant functions, also calledaification functions’,
for each observations. For one observation, wecoampute it's score for each group by the coeffisieihe observation
should be assign to the group with highest scoraddition, the coefficients are helpful in decglimhich variable affects

more in classification. Comparing the values betwgeups, the higher coefficient means the varialébutes more for
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that group. As we can see (Table: 12) from group\/Net operating Revenue has the highest discatimg power due
to the highest discriminant coefficient of 25.9@8ldwed by current ratio, Quick ratio, Cash earsiriRetention Ratio,
Asset turnover Ratio, Revenue from operations/stHaB®DIT/share & The Market cap/Net Operating Reveand From
Group 2, EV/Net operating Revenue has the highsstithinating power due to the highest discriminaogfficient of
22.380 followed by current ratio, Cash earningseR&bn Ratio, Asset turnover Ratio,, Revenue frgrarations/share,
PBDIT/share, Quick ratio & The Market cap/Net Opigrga Revenue. This shows that all these varialiesraportant but

EV/Net operating Revenue is the variable whichaffenore in classification.

Table 12: Descriptive Statistics

N Minimum Maximum Sum Mean Std. Deviation
Discriminant Scores from o, |, g7884 1.49797 | -71.79585  -.7889654 84485783
Function 1 for Analysis 1
Valid N (listwise) 91

Performance Group = 1.

Table 13: Descriptive Statistics

N Minimum Maximum Sum Mean Std. Deviation

Discriminant Scores from
Function 1 for Analysis 1

Valid N (listwise) 69

69 -1.40061 4.41619 71.79585  1.0405196 1.174229p4

Mean values are the Discriminant Scores

Table 14: Classification Results

Predicted Group Membership
Performance Group Total
1.0 2.0
count 1.0 79 12 91
oricinal 2.0 13 56 69
g 3 1.0 86.8 13.2 100.0
° 2.0 18.8 81.2 100.0

84.4% of original grouped cases correctly classifie

It has been observed that 84.4% of data was ctyrelessified as Poor Performer and Good Perforimehe
Industry by the discriminant function. It has alseen noticed that out of 91 observations, 79 obs@ns have been
correctly classified the companies under perforraagroup 1, that is “Poor”. Whereas 12 observatlomse been wrongly
classified the companies under performance grotpa2s “Good”. Out of the 69 observations, 56arlations have been
correctly classified the companies under performagioup 2, that is “Good” and 19 observations hla@en wrongly
classified as the companies under performance gtpthat is “Poor”. The accuracy of the model mande be considered
adequate. This indicates a very good predictivacipof the discriminant function. It has the caipato predict whether

a company would have the potential to be a poteitGiaod” performer and “Poor” performer.
CONCLUSIONS

The study is to analyse and compare the perfornsaotéhe automobile companies listed on Nationalkcist
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Exchange in India and to find the discriminatoryweo of the sets of Ratios which are having impattfimancial
performance of the companies. To identify the inguutr set of ratios which are having impact on faiahperformance of
the companies Wilks’ Lambda with Multiple discrimie analysis model is used. Average market stdckneare used to
classify the companies into “Good” stock marketf@ener and “Poor” stock market performer (Table A)sample of
fourteen automobile companies listed on natioradksexchange will be selected. Market capitalizatimuld be the basis
for this selection. Study covers the period of Tweeyears ranging from April 1, 2004 to March 31180Annual Stock
Prices for the selected companies for this spep#idod would be used. The main focus of the papty investigate the
relationship between financial ratios and stockinet. The Discriminant stepwise statistics (TaBleshows the Ratios in
the form of variables used in analysis. F —statiigtiused to determine whether the one-way MANO¢/statistically
significant or not. The F-statistic (Table: 3) vedushows that F-significance. Therefore it can kwlecthat there is the
relationship between financial ratios and stockinret also Financial Variables (Ratios) has effbet €apital Structure.
The model was tested successfully, as it has a goodgh Eigen value (table: 4) and Wilks’ lambdals Significant
(Table: 5). A basic model was developed to identify potential Good performer and the Poor perfortnased on the
eight ratios identified by the Factor Analysis.

The model has classified 84.4 % of the groups ctyeThis gives extremely high result of the motielcome
out with correct classifications of the Poor penfer and the Good performer. The model has used itjbs as predictor
variables and standardized canonical discriminagfficients are used rank the importance of eactabie. The Market
cap/Net Operating Revenue has the highest discatmip power due to the highest discriminant cogffit (Table: 5) of
4.069 followed by current ratio, Revenue from ofierss/share, Asset turnover Ratio, Cash earningsrflen Ratio,
PBDIT/share, Quick ratio & EV/Net operating Reventihis indicates that the Market cap/Net OperaReyenue is the
most important set of ratio, having impact on ficiah performance of the companies. The standardizgubnical
discriminant function coefficient is used to cakel the discriminant score (Z-score) for both tafgrmance groups viz.
-0.78896 for group 1, 1.0405 for Group 2 and alsuioff rate is calculated from the centriod vahie 0.0001875.

So,the decision rule classification will be as under: Predict and classify as Poor Performer if
-0.789 < 0.0001875

Predict and classify as Good Performer if

a0.0001875 < 1.041

This shows that original Groups are correctly dfeesk This indicates a very good predictive capadf the
discriminant function. It has the capacity to potdivhether a company would have the potential talf&ood” stock
market performer and “Poor” stock market perforniehas been found that financial variables vimaficial ratios have
impact on the Capital Structure of the Automobitenpanies In India. The Market cap/Net OperatingdRee, Current
ratio are the important set of ratio, having impast financial performance of the companies. Revefmoen
operations/share, Asset turnover Ratio, Cash egsrivetention Ratio, PBDIT/share having moderateaghpn financial
performance of companies and Quick ratio and EV/dpsrating Revenue are the set of ratios, haviag impact on
financial performance of companies. The discriminamalysis has revealed that the Atul Autos, Eiddetors, Force
Motors, Hero Motocorp, Maruti and VST tillers tracd limited are ‘Good performers’ and other comparthat is Ashok
Leyland, Bajaj Autos, Hind Motors, Honda MotocoNahindra and Mahindra, Sundram clayton, Tata Motord TVS
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automobiles are ‘Poor Performers’.
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